veterinary
sciences

Article

Implementation of Computer-Vision-Based Farrowing
Prediction in Pens with Temporary Sow Confinement

Maciej Oczak %*, Kristina Maschat 2 and Johannes Baumgartner

check for
updates

Citation: Oczak, M.; Maschat, K.;
Baumgartner, J. Implementation of
Computer-Vision-Based Farrowing
Prediction in Pens with Temporary
Sow Confinement. Vet. Sci. 2023, 10,
109. https://doi.org/10.3390/
vetscil0020109

Academic Editor: Lenny Van

Erp-van der Kooij

Received: 29 December 2022
Revised: 24 January 2023
Accepted: 30 January 2023
Published: 2 February 2023

Copyright: © 2023 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

2

Precision Livestock Farming Hub, The University of Veterinary Medicine Vienna (Vetmeduni Vienna),
1210 Vienna, Austria

Institute of Animal Welfare Science, The University of Veterinary Medicine Vienna (Vetmeduni Vienna),
1210 Vienna, Austria

Correspondence: maciej.oczak@vetmeduni.ac.at

Simple Summary: The automated detection of the beginning and ending of nest-building behavior
in sows might support the implementation of new management strategies in farrowing pens, i.e., tem-
porary sow confinement in crates. This might improve sows” welfare and reduce piglet mortality by
limiting sow confinement in crates to only a critical period of piglets’ lives. The objective of this study
was to predict farrowing with computer vision techniques to optimize the timing of sow confinement.
In this study, we developed a computer-vision-based method for the automated detection of the
beginning and ending of nest-building behavior in sows. The study included 71 Austrian Large
White and Landrace x Large White crossbred sows and four types of farrowing pens. The beginning
of nest-building behavior was detected with a median of 12 h 51 min and ending with a median of 2 h
38 min before the beginning of farrowing. It was possible to predict farrowing for 29 out of 44 animals.
The developed method could be applied to warn the farmer when nest-building behavior starts and
then to confine the sow in a crate when the end of nest-building behavior is detected. This could
reduce labor costs otherwise required for the regular control of sows in farrowing compartments.

Abstract: The adoption of temporary sow confinement could improve animal welfare during far-
rowing for both the sow and the piglets. An important challenge related to the implementation
of temporary sow confinement is the optimal timing of confinement in crates, considering sow
welfare and piglet survival. The objective of this study was to predict farrowing with computer
vision techniques to optimize the timing of sow confinement. In total, 71 Austrian Large White
and Landrace x Large White crossbred sows and four types of farrowing pens were included in
the observational study. We applied computer vision model You Only Look Once X to detect sow
locations, the calculated activity level of sows based on detected locations and detected changes in
sow activity trends with Kalman filtering and the fixed interval smoothing algorithm. The results
indicated the beginning of nest-building behavior with a median of 12 h 51 min and ending with a
median of 2 h 38 min before the beginning of farrowing with the YOLOX-large object detection model.
It was possible to predict farrowing for 29 out of 44 sows. The developed method could reduce labor
costs otherwise required for the regular control of sows in farrowing compartments.

Keywords: Precision Livestock Farming; computer vision; farrowing prediction; pigs; behavior;

animal welfare

1. Introduction

In the societies of European Union (EU) member states, there is a growing concern
over the welfare of farm animals. Specifically, phasing out and, finally, the prohibition of
the use of cage systems in the EU was proposed in the Citizens’ Initiative “End the Cage
Age”, which was signed by over 1.4 million EU citizens and supported by the European
Commission [1]. Moreover, in recent years, national legislation on animal welfare in two

Vet. Sci. 2023, 10, 109. https:/ /doi.org/10.3390/ vetsci10020109 https:/ /www.mdpi.com/journal /vetsci


https://doi.org/10.3390/vetsci10020109
https://doi.org/10.3390/vetsci10020109
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/vetsci
https://www.mdpi.com
https://orcid.org/0000-0001-8555-1378
https://doi.org/10.3390/vetsci10020109
https://www.mdpi.com/journal/vetsci
https://www.mdpi.com/article/10.3390/vetsci10020109?type=check_update&version=1

Vet. Sci. 2023, 10, 109

20f 17

EU member states imposed limitations on the use of crates in farrowing pens, i.e., to only
the critical period of piglet lives in Austria [2] and to a maximum of 5 days in Germany [3].
These limitations will become mandatory for pig farmers in both countries in 2033 and 2036,
respectively. As a consequence, pig farmers in the EU will have to adopt new management
methods in farrowing pens, i.e., temporary sow confinement.

An important challenge related to the implementation of such a management system
is the optimal timing of sow confinement in crates, considering sow welfare and piglet
survival. Compared to free farrowing, temporary confinement appears to be beneficial
for reducing piglet mortality, but confinement before farrowing prevents nest-building
behavior. One of the possibilities is to confine sows in crates after the nest-building behavior
has finished but before farrowing starts [4]. However, in practical farm conditions, due to
the biological variability in gestation length [5], such precision in confining sows is only
possible if farm staff perform time-consuming observations of a sow’s behavior, including
in the night time.

Precision Livestock Farming (PLF) has the potential to automatize the monitoring
of sow behavior in farrowing pens and to indicate the right timing of sow confinement
in crates, i.e., at the end of nest-building behavior [6]. To date, three PLF technologies
have been tested to predict the beginning of farrowing, i.e., infrared photocells, force
sensors, and accelerometers [7-10]. It is possible to predict the beginning of farrowing, as
reported in the research cited above, including in pens, with a possibility of temporary
sow confinement [6], based on the increased level of activity of sows during nest-building.
The farrowing prediction results based on an increased activity level, presented in Oczak
et al. [6], indicated that for 70% of sows, an alarm was generated within a period of 48 h
before the beginning of farrowing, while 61% of these alarms were generated between
6 and 13 h before the beginning of farrowing [6]. A promising next step to improve the
performance of the farrowing prediction is a more detailed, automated analysis of behaviors
that constitute nest-building behavior, e.g., pawing, rooting [7], or pain behavior, e.g., back
arch, tail flick.

Cameras and computer vision have not been applied so far for the automated pre-
diction of farrowing. This technology potentially has multiple advantages over the other
sensors that have been used so far for farrowing prediction, i.e., it can be used to monitor
animal behavior in a non-invasive way, the whole body of the animal can be monitored,
multiple pens can be monitored with one camera sensor, and complex animal behavior
can be automatically detected e.g., aggressive behavior [11,12]. Moreover, in our previous
research, the calculation of Euclidean distance on the centroids of rectangles, indicating
the location of detected sows with the object detection model RetinaNet, was proven as a
reliable method for sow activity monitoring in farrowing pens [13]. Our method achieved
good similarity (R? > 0.7) to activity measurement based on an ear-tag accelerometer and a
gold standard method, i.e., human labeling. Thus, as a first step in the development of com-
puter vision methods for farrowing prediction, we aim to test if a similar performance of
farrowing prediction—as with other sensor technology, i.e., ear-tag accelerometer [6]—can
be achieved with computer vision applied for monitoring the activity level of sows.

In this study, we aim to select the optimal method of the You Only Look Once X
(YOLOX) object detection algorithm, i.e., nano, tiny, small, medium, large, or extra large,
for sow activity monitoring in real-time. In 2022, YOLOX is a state-of-the-art object detector,
designed for real-time applications which surpass YOLOv3 [14] in terms of performance as
one of the most widely used detectors in industry [15]. YOLOX also surpasses RetinaNet,
used by us in previous research, in terms of speed and accuracy [16]. We hypothesize
that YOLOX will provide an optimal trade-off between speed and accuracy for activity
monitoring in farrowing pens. We aim to test the performance of YOLOX methods on
unseen farrowing pens and animals. The second objective is to validate the previously
tested Kalman filtering and fixed interval smoothing (KALMSMO) algorithm for farrow-
ing prediction [6]. This aims to test if the KALMSMO algorithm can achieve a similar
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performance for farrowing prediction independently of whether the activity of sows was
estimated based on an accelerometer data, as in our previous research [6], or image data.

2. Materials and Methods
2.1. Ethical Statement

Project PIGwatch was authorized by the Ethical Committee of the Austrian Federal
Ministry of Science, Research and Economy and by the Ethical Committee of Vetmeduni
Vienna (GZ: BMWEV-68.205/0082-WE/11/3b/2014) according to the Austrian Tierversuchs-
gesetz 2012, BGBI. I Nr. 114/2012.

2.2. Experimental Setup
2.2.1. Animals and Housing

The observation was conducted in 2 stages at Medau, the pig research and teaching
farm (VetFarm) of the University of Veterinary Medicine Vienna, Vienna, Austria. The first
dataset was collected between June 2014 and May 2016, while the second one between
December 2021 and July 2022. In total, 71 Austrian Large White sows and Landrace x Large
White crossbred sows were included in the trials. The parity of animals included in the
study ranged from 1 to 8, were between 1 and 4 years of age, and weighed from 198 to
384 kg. The sows were kept in four types of farrowing pens with the possibility of keeping
a sow either unconfined or in a farrowing crate. Out of 71 sows, 9 were kept in SWAP (Sow
Welfare and Piglet Protection) pens (Jyden Bur A/S, Vemb, Denmark), 9 in trapezoid pens
(Schauer Agrotronic GmbH, Prambachkirchen, Austria), 9 in wing pens (Stewa Steinhuber
GmbH, Sattledt, Austria), and 44 in BeFree pens (Schauer, Prambachkirchen Austria). None
of the animals included in the observations were confined in a farrowing crate from the
introduction to the farrowing pen until the end of farrowing.

The SWAP pens had an area of 6.0 m?. The pens had a solid concrete floor in the front
(lying area) and a slatted cast iron floor in the back (defecation area). The pen had 2 troughs,
one for the crated and one non-crated sow (Figure 1a). The trapezoid pens had an area
of 5.5 m?. The pens had plastic flooring in the creep area and solid concrete flooring in
the sow lying area in front of the trough (Figure 1b). The wing pens had an area of 5.5 m?.
The pens were partly slatted with plastic elements and solid concrete elements (Figure 1c).
The BeFree pens had an area of 6.0 m?2. Similarly to wing pens, BeFree pens were partly
slatted with plastic elements on the side of the pen and solid concrete elements in the center
(Figure 1d). In all 4 pen types, a straw rack was mounted in the front area of the pen, in
close proximity to the feed trough.

The sows were introduced to the farrowing pens approximately five days before the
expected date of farrowing. The date was derived from the usual gestation length of sows
(114 days), which could vary from 105 to 125 days [5]. Farrowing was not hormonally
induced. The observational period was from the introduction of the sow to the farrowing
room until the end of farrowing. The farrowing pens that were recorded as part of the first
dataset, i.e., SWAP, trapezoid and wing, were located in the testing unit of the farm. The
second dataset contained only BeFree pens which were located in the production unit of the
farm. Both the testing unit and production unit of the VetFarm had an automatic ventilation
system. The average temperature in the room was 22 °C. The sows were fed twice a day
during the observational period. Water was provided permanently in the troughs via a
nipple drinker or an automatic water-level system. To fulfill the need for adequate material
to explore and for nest building, sows were offered straw in the aforementioned rack
throughout their stay in the pens. The racks were half-filled in the morning and whenever
the racks were empty.

2.2.2. Video Recording

The behavior of sows was video-recorded from the introduction to farrowing pens
until the end of farrowing with two-dimensional (2D) cameras in order to create a dataset
that could be labeled. Each pen in the first dataset (SWAP, trapezoid, and wing pens)
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was equipped with one IP camera (GV-BX 1300-KV, Geovision, Taipei, China) locked in
protective housing (HEB32K1, Videotec, Schio, Italy) hanging 3 m above the pen, giving an
overhead view. In dataset 2, each IP camera (GV-BX2700, Geovision) was installed with
a top view of 2 farrowing pens (BeFree). Additionally, above each farrowing pen in both
datasets, infrared spotlights (IR-LED2945-90, Microlight, Moscow, Russia) were installed
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trained for a particular purpose, such as the detection of sow locations. Then, the trained
models are implemented in a new, previously unseen environment, i.e., dataset 2 in our
study. In our study, the breed of sows and sow management, including feeding, were the
same between both datasets. However, the type of farrowing pen and climate conditions
differed between both datasets as they were collected in different sections, i.e., testing unit
and the production unit of the farm.

2.4. Data Labeling

To create a reference dataset on the basis of which further data analysis could be
performed, we labeled the time of the beginning of farrowing of each individual sow
(n=71). It was defined as the point in time when the body of the first born piglet dropped
on the floor. The time of birth of the last piglet indicated the end of farrowing. Labeling
software Interact (version 9 and 14, Mangold International GmbH, Arnstorf, Germany) was
used to label the beginning and ending of farrowing in dataset 1. For labeling dataset 2, we
used labeling software Boris (version 7.9.15) [17].

To label the images, which could be later used for training and validation of the object
detection model, i.e., YOLOX, we selected the frames from dataset 1 and 2 which contained
the most relevant information on sows. This general approach allows for the most efficient
use of computational resources for the training of the object detection algorithm, but also
reduces the heavy workload related to the manual labeling of objects in the images by
human labelers [13].

2.4.1. Dataset 1

Frame selection was performed according to the procedure described in Oczak et al. [13].
For the purpose of the selection of specific frames to be used for labeling, we applied the
k-means algorithm described in Pereira et al. [18]. The k-means algorithm was used to
select images with the least correlation. In dataset 1, three days were selected, i.e., the day
of introduction to the farrowing pen, one day before the day of farrowing, and the day
of farrowing with a total of 175,000,000 frames. Out of 175,000,000 frames, the k-means
algorithm identified 14,242 frames that were the most different between each other (Table 1).
We decided to select 14,242 frames as it was possible to label this number of images within
3.5 weeks by one labeler (40 h/week)—this was manageable with the resources available in
this research project.

Table 1. Selected frames with the k-means algorithm for dataset 1 and 2.

Dataset Duration of Video Recordings (h) ! Frames Selected from Periods N. Frames Selected
1 4667 Introduction to .farrowmg pen, one day 14,242
before farrowing, day of farrowing.
2 17,713 From introduction to farrowing pen to 1000

one day after farrowing.

! Duration of video material recorded in the experimental period in dataset 1 and 2.

One object class was labeled by a trained human labeler on each frame out of the
selected 14,242 frames, i.e., body of the sows (Figure 2). The Computer Vision Annotation
Tool (version 3.17.0) was used to label the frames [19]. The sow’s body was labeled with a
rectangle so that the center of an object was placed in the center of the rectangle.

2.4.2. Dataset 2

The frame selection was performed similarly as for dataset 1 with the same k-means
algorithm. However, we selected 500 frames from all the videos recorded for all sows in
dataset 2—recorded within a period from introduction to the farrowing pen until one day
after farrowing. Because in dataset 2 there were 2 sows under one camera view (Figure 1d),
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The two best performing models, one from experiment 1 and a second one from
experiment 2, were used to extract sow locations in the videos recorded during the sow
observational period in BeFree pens. Bounding boxes indicating sow locations were
extracted in 1 fps (60 fpm) out of the videos recorded in 25 fps; later, these data were
down-sampled to 40 fpm, 20 fpm, 5 fpm, 1 fpm, 12 fph, and 4 fph. In the next step, the
Euclidean distance was calculated between centroids of extracted bounding boxes on the
range of frame rates from 1 fps to 4 fph, as described in Oczak et al. [13]. The range of frame
rates was used to evaluate which is the minimum frame rate for the real-time application
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Euclidean distance. The “first-stage” alarm was at 13 h, before the beginning of farrowing.

2.7. Farrowing Prediction

To estimate the dynamics of activity of sows, the Kalman filtering and fixed interval
smoothing (KALMSMO) algorithm was used, as described in Oczak et al. [6], with the
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same hyper-parameter values of the model. The KALMSMO algorithm was fitted to an
input variable, i.e., Euclidean distance at a fixed interval of 48 h, and expanded recursively
by 15 min steps until the trend in animal activity changed to significantly increasing. The
increase in activity trend was indicated by Euclidean distance reaching a higher value than
the upper confidence interval of the estimated trend (Figure 4c). Then, the “first-stage”
alarm was raised. The preferred time frame for the “first-stage” alarms was within 48 h
before the onset of farrowing, and the alarm was not supposed to be generated after the
onset of farrowing [6]. The “second-stage” was raised when the trend in animal activity
changed to significantly decreasing. This was indicated by the input variable reaching a
lower value than the lower confidence interval of the estimated trend. This alarm could
be interpreted as an indication that nest-building behavior had ended. The preferred time
frame for the “second-stage” alarm was after the “first-stage” alarm (within 48 h before the
onset of farrowing) and not later than the end of farrowing [6].

The impact of the frame rate of video data (1 fps to 4 fph) on the performance of
farrowing prediction was estimated by an analysis of proportion of “first-stage” alarms
generated within 48 h before the beginning of farrowing. The number of sows for which
no “first-stage” alarms were raised was also considered. Similarly, the impact of frame
rate on the proportion of “second-stage” alarms raised after the “first-stage” alarm and
not later than the end of farrowing was analyzed in the context of the performance of
farrowing prediction.

Analysis was performed with a commercial software package (MATLAB 2019b, The
MathWorks, Inc., Natick, MA, USA) and function irwsm of CAPTAIN toolbox [23] was
used to fit the KALMSMO algorithm.

3. Results
3.1. Selection of YOLOX Methods

Results of both experiment 1 and 2 revealed, as could be expected, that more com-
plex models of YOLOX (YOLOX-small, YOLOX-medium, YOLOX-large, YOLOX-extra
large) had better AP in both validation sets and test sets (Figure 5). Higher AP was
achieved for these models after shorter duration of training than for simpler models
(YOLOX-nano, YOLOX-tiny).

The performance of models in experiment 1 was generally worse than in experiment
2. In experiment 1, in the test set after 100 epochs of training, the AP of most methods of
YOLOX was higher than 80, while in experiment 2, it was higher than 90. In Figure 5c, it
is possible to observe that the AP of models on unseen BeFree pens started to decrease at
approximately 70 epochs—this indicated that models started to overfit to the training set of
dataset 1 and their generalization ability decreased after approximately the 70th epoch. In
experiment 2, the model performance increased for 100 epochs, suggesting that training
sets longer than 100 epochs might lead to a better sow detection performance. It is also
clear that the addition of all environments of interest, in which it is desirable to infer the
location of sows, to the training set, improves the performance of object detection models.
This suggests that for the practical implementation of YOLOX for activity monitoring, it
is better to include some images of sows in the training set from the environment where
the algorithm will be implemented. However, to estimate the importance of the difference
of 11.2 AP on the test set between the YOLOX model trained with BeFree pens to a model
trained without these pens (Table 3), we further compared the impact of using both models
to extract sow activity on the performance of farrowing prediction.

The best model for the detection of sows in farrowing pens in unseen environments,
i.e., BeFree pens, was YOLOX-medium, which had the highest AP of 84.2 on the test set in
comparison to the other models. In experiment 2, the model with the highest AP of 95.4
on the seen environment was YOLOX-large. Thus, for the extraction of centroids of sows,
these two models were used. YOLOX-medium trained for 70 epochs and YOLOX-large
trained for 100 epochs.
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YOLOX-large, respectively (Figure 6). “First-stage” alarms were raised slightly later (2 h
5 min) based on the application of the YOLOX-medium model trained in experiment 1.
This was confirmed by a further analysis of distribution of alarms with the 1st quartile
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min in comparison to 19 h 43 min.

Similarly, “second-stage” alarms were raised slightly later based on the application
of the YOLOX-medium model trained in experiment 1 with a median very near to the
beginning of farrowing at 2 h 17 min in comparison to 2 h 38 min based on the YOLOX-
large trained in experiment 2. The other metrics of distribution of “second-stage” aldihis’
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a model trained in experiment 1, with “first-stage” alarms ralsed for 29 ammals out of
44 (66%) in the period of 48 h before the beginning of farrowing (Figure 7). With the
reduction in the frame rate, the percentage of sows for which the “first and second-stage”
alarms were generated in the desired time decreased to a minimum of 11 sows (25%). The
results of farrowing prediction in relation to the frame rate revealed the highest number of
true positive alarms for YOLOX-large trained in experiment 1 at 20 fpm, and decreased
with the lower or higher frame rate. However, the lowest number of true positive alarms
was achieved based on YOLOX-large detections when the frame rate decreased below
1 fpm (Figure 7).

The highest number of true positive alarms was achieved with a frame rate of at least
20 fpm. With this frame rate, either the best performance was reached (model trained in
experiment 1) or the performance increased only slightly with a further increase in the frame
rate (model trained in experiment 1). Generally, a lower number of true positive alarms with
lower frame rates of videos was related to increased variability in the calculated activity
of sows. With lower frame rates, an increase in activity related to nest-building behavior
and approaching farrowing became less distinguishable from normal activity patterns.
This was visualized in Figure 8, in which we presented the results of the calculation of
normalized Euclidean distance.
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experience before successfully implementing a reliable and accurate real-time monitoring
system [24]. Before implementing the i -based farrowing prediction system, it was
necessary to validate a state-of-the-art object detection algorithm, i.e., YOLOX [15], decide
on the frame rate of input video data, and finally validate the previously used KALSMO
algorithm on the activity of sows extracted from image data [6].
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In our former research, we applied the RetinaNet object detection model to detect sows
in three types of farrowing pens [13]. We decided on this model because in PLF applications,
accuracy but also real-time processing is of high importance and RetinaNet matched the
speed of previous one-stage detectors while surpassing the accuracy of all existing state-of-
the-art two-stage detectors at the date of the algorithm’s publication in 2017 [16]. However,
between 2017 and 2022, the field of computer vision and modeling for object detection made
significant progress. This is apparent from the comparison of performance of RetinaNet
and YOLOX on reference dataset MSCOCO val [22] on which RetinaNet achieved 40.8 AP,
while YOLOX 51.2 AP. The advantage of YOLOX over RetinaNet was also confirmed by
comparing the results of our current study with the previous study, i.e., Oczak et al. [13].
In our current study, the detection of sows with YOLOX-large resulted in 96.9 AP, while
RetianNet had 37 AP on exactly the same validation set.

In the study of Kiister et al. [25], YOLOv3 was used to detect different parts of sows’
bodies in farrowing pens, i.e., heads, tails, legs, and udder, but not the whole sows’ bodies,
as in our study. They detected heads with 97 AP5, tails with 78 APsg, legs with 75 APs
and udder with 66 AP5j. The performance of YOLOX-large used in our study was better in
detecting the whole bodies of sows, with a perfect result of 100 APsy.

YOLOvV3 was also used in the study of van der Zande et al. [26]. However, in this study,
the model was used to detect the whole bodies of piglets in a group pen. A near-perfect
APs) of 99.9 was achieved but the authors applied post-processing on the results of object
detection, i.e., the removal of false positives and removal of detections with a probability
lower than 0.5. It is not clear from the article of van der Zande et al. [26] whether this
post-processing affected the results of object detection AP5y metric. Nevertheless, such
post-processing was not applied in our study and YOLOX had a perfect performance in
detecting sows with 100 APs5.

These two comparisons of performance of YOLOX with YOLOvV3 confirmed that the
updates to the YOLOv3 made by the authors of YOLOX, such as switching the detector
to an anchor-free manner or application of a decoupled head, improved the performance
of YOLOV3 not only on reference dataset MSCOCO test-dev (51.2 AP and 42.4 AP) but
also on our dataset with sows in farrowing pens. Moreover, YOLOX was also faster than
YOLOvV3 on MSCOCO test-dev [22] by 12.3 fps (57.8 fps and 45.5 fps). In our study, the
speed of YOLOX was from 21 fps with YOLOX-extra large to 42 fps with YOLOX-nano.
A comparison to YOLOV3 in the research of Kiister et al. [25] and van der Zande et al. [26]
was not possible as the speed of inference of YOLOv3 was not reported by the authors.

In both studies, the first of Kiister et al. [25] and the second of van der Zande et al. [26],
the validation of object detection models was performed on the same pens as the training of
the models. This revealed the performance of the trained models in these pens. However,
in PLE, we aim to implement the trained models on multiple farms, in different pens and
environments [27]. One of the strongest arguments against using deep learning models
(RetinaNet, YOLOvV3, and YOLOX), also in the context of PLF research, is that in such
over-parameterized and non-convex models, the system is easy to get stuck into local
minima that generalizes badly on new datasets, e.g., with new farms or pens [28]. To test
YOLOX's generalization ability, we validated the models not only on seen but also unseen
farrowing pens, i.e., BeFree. The difference between the performance of both models on
the test set with BeFree pens, the first trained on BeFree and the second trained on the
other farrowing pens, was 11.2 AP, indicating that the model which was trained on BeFree
pens had a better performance. However, such a difference in AP metrics between both
models is difficult to intuitively interpret. Additionally, the main objective of our work
was to develop a system of farrowing prediction, not sow detection, which could work on
additional farms. Thus, it was important for us to test what impact such a low performance
of the model for sow detection could have on the performance of farrowing prediction.

The analysis of this impact revealed that 11.2 lower AP resulted in 20 sows out of
44 (45%) without the “first-stage” alarm, which is 7 additional sows to the 13 sows that
already did not get the “first-stage” alarm when a YOLOX model trained on BeFree pens
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was used. This means that we can expect approximately a 50% increase in the number
of sows without the “first-stage” alarm if we do not train an object detection model with
a dataset collected on additional farms. The percentage of sows without the “first-stage”
alarm could possibly be even higher on unseen farms and in unseen farrowing pens as
additional factors such as different body color of sows of the other breeds could negatively
affect the performance of object detection models. To our knowledge, it is the first time
that such an analysis has been carried out. In the other studies, the training and validation
datasets had the same type of farrowing pens. In addition, computer vision had not been
used; instead, the other sensor technologies were utilized [7-10].

The reason for the increased number of sows without the “first-stage” alarm was
that the YOLOX model that was not trained on BeFree pens in some of the images falsely
detected parts of the farrowing pens as sows. This increased the variability in estimated
activity of sows as the Euclidean distance was calculated between correctly detected sow
centroids and centroids of false detections in consecutive frames. A similar effect of increased
variability in the estimated activity level of sows on the decrease in performance of farrowing
prediction can be observed in our study with lower frame rates than 20 fpm (Figure 8).

A promising approach to improve the performance of object detection models and
further farrowing predictions on additional farms and farrowing pens is to generate syn-
thetic datasets with, e.g., farrowing pens or other breeds of sows and train the models on
these synthetic datasets. In this way, we can potentially generate training examples in a
controllable and customizable manner with various light conditions or camera perspectives
and avoid the challenges of collecting and labeling data in the real world. A rendering
engine requires computer time rather than human time to generate examples. It has perfect
information about the scenes it renders, making it possible to bypass the time and cost of
human labeling [29].

In our current study, we focused on the detection of the whole sow bodies for activity
estimation. We decided to not focus on the detection of parts of sow bodies because in our
previous study [13], detection of parts of sow bodies, i.e., nose, head and ears, provided
a very similar estimate of activity level to activity level based on the detection of whole
sow bodies. Additionally, it was the easiest to detect the whole bodies of sows, as indicated
by the highest AP of detection of this object. However, detection of parts of sow bodies,
e.g., nose, head, ears or legs, might be very helpful if the focus of the study is on detection
of specific nest-building or pain behavior for farrowing prediction. An example might be
the study of Oczak et al. [30], in which detection of the use of the hay racks by the sows
before the beginning of farrowing was based on detection of the nose, head, and ears of
the sows. The method achieved a 96% classification accuracy. Methods that are potentially
more robust than object detection models to occlusions present in the farrowing pens are
key body point detection models such as Residual Steps Network or Contextual Instance
Decoupling [31,32]. These models can be used to estimate the location of different parts
of sow bodies even if they are occluded as the models contain information on the spatial
structure of key body points, e.g., sow’s nose in relation to sow’s ears. Facial expressions
were used to estimate pain in horses [33]. The automated detection of sow faces might be
useful for the estimation of pain levels in sows before or during farrowing as other pain
behaviors such as back arching were shown to precede expulsion of piglets [34].

The performance of the farrowing prediction model KALMSO applied for the first
time on ear-tag accelerometer data in Oczak et al. [6] was confirmed in our current study.
In both studies, the parameters of KALMSMO, e.g., nose-to-variance ratio, CI limits, were
the same. In our previous study, the “first-stage” alarms were raised in the 48 h period
before the beginning of farrowing for 18 out of 26 sows (69%), while in this study, for
29 out of 44 sows (66%). The “second-stage” alarms were raised for 17 out of 26 sows (65%)
within 48 h before the beginning of farrowing until the end of farrowing in results based on
ear-tag accelerometer data, and 28 out of 44 (63%) in our current study. The results of both
studies were also very similar in terms of timing of the “first and second-stage” alarms.
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In summary, the KALMSMO algorithm seems to be robust when applied for the
purpose of farrowing prediction. The performance of the model is similar when applied
for estimation of changes in trends in sow activity independently of two sensor types,
i.e., ear-tag accelerometer or a 2D camera. However, for a better performance, the object
detection algorithm which is necessary for calculating the activity of sows must be trained
on images recorded in the farrowing pens where the farrowing prediction system will
be implemented.

The proposed practical application of the “two stage” alarms for farrowing prediction
was described in detail in Oczak et al. [6] in the context of changes in animal welfare
legislation in the EU [2]. Based on the “first-stage” alarms indicating the beginning of nest-
building behavior, the farmer could prepare for approaching farrowing. Such automated
monitoring should reduce the need for the laborious manual observation of farrowing
compartments and provide more comfortable conditions for sows at a time when they are
sensitive to outside disturbances. Additionally, nest-building material could be provided to
the sow, e.g., in a hay rack, to stimulate the nest-building behavior [30]. When the “second-
stage” alarm is generated, most of the nest-building activity of a sow should be finished.
Thus, confining a sow in a crate after the “second-stage” alarm has been generated should
create little risk for sows staying in crates during nest-building behavior, and especially
during the peak of nest-building behavior.

According to the first objective defined for this study, we selected the optimal meth-
ods of YOLOX for the implementation of the farrowing prediction algorithm at VetFarm
Medau and the other farms. In the next stage of our research, we intend to implement
the YOLOX-large trained in experiment 2 of this study for the estimation of location of
sows at VetFarm Medau. With 20 farrowing pens in the farrowing unit of the farm and
1 fps frame rate of videos, our server with 24 Core CPU AMD 3.2 GHz, 256 GB RAM, and
2x Nvidia RTX3090 24GB should be sufficient for real-time farrowing prediction. Data
on the activity of sows and alarms on approaching farrowing will be stored in InfluxDB
time series database (InfluxData Inc., San Francisco, CA, USA). A Grafana (Grafana Labs,
New York, NY, USA) dashboard will be used for data visualization. InfluxDB with Grafana
was previously used by Kupfer et al. [35] for the storage and visualization of PLF data.

To implement the farrowing prediction methodology on farms other than VetFarm
Medau, we recommend the application of YOLOX-medium trained in experiment 2 of our
study for 70 epochs. This model seemed to generalize better than the other models on new,
unseen farrowing pens and it was trained on all four types of farrowing pens available
in our dataset. The presence of all farrowing pens in the training set might improve the
performance of the model in new, unseen environments.

5. Conclusions

The optimal YOLOX method for the implementation of the farrowing prediction
algorithm at the research farm on which the dataset was collected in this study was the
YOLOX-large. For implementation of the farrowing prediction methodology on farms
other than the research farm, we recommend the application of YOLOX-medium trained
in experiment 2 of our study for 70 epochs. The KALMSMO algorithm confirmed the
results of farrowing prediction obtained in the previous study on ear-tag accelerometer
data, considering that the object detection model had to be trained on the farrowing pens
present in the validation dataset. The developed method could be applied to warn the
farmer when nest-building behavior starts and then to confine the sow in a crate when the
end of nest-building behavior is detected. This could reduce labor costs otherwise required
for the regular control of sows in farrowing compartments.

Author Contributions: Conceptualization, M.O., KM. and ].B.; methodology, M.O.; software, M.O.;
validation, M.O.; formal analysis, M.O.; investigation, M.O.; resources, M.O. and ].B.; data curation,
M.O. and K.M.; writing—original draft preparation, M.O.; writing—review and editing, M.O., K.M.
and J.B.; visualization, M.O.; supervision, ].B.; project administration, K.M.; funding acquisition, M.O.
and J.B. All authors have read and agreed to the published version of the manuscript.



Vet. Sci. 2023, 10, 109 16 of 17

Funding: This research received no external funding.

Institutional Review Board Statement: The animal study protocol was approved by the Ethics Com-
mittee of Vetmeduni Vienna (GZ: BMWFV-68.205/0082-WF /11/3b/2014) according to the Austrian
Tierversuchsgesetz 2012, BGBI. I Nr. 114/2012.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author. The data are not publicly available due to the large size of collected video data,
which was more than 3 TB.

Acknowledgments: The authors would like to thank the farm staff for their practical assistance as
well as Stefan Kupfer for support in technical setup and data collection.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. EU. The European Citizens’ Initiative End the Cage Age; European Commission: Brussels, Belgium, 2021.

2. BMGO. Verordnung Des Bundesministers Fiir Gesundheit, Mit Der Die 1. In Tierhaltungsverordnung Geiindert Wird; Federal Law
Journal for the Republic of Austria: Vienna, Austria, 2012; Volume 61.

3. BMEL. Siebte Verordnung zur Anderung der Tierschutz-Nutztierhaltungsverordnung; Federal Law Journal for the Republic of Austria:
Vienna, Austria, 2021; Volume 5.

4. Goumon, S,; lllmann, G.; Moustsen, V.A.; Baxter, E.M.; Edwards, S.A. Review of Temporary Crating of Farrowing and Lactating
Sows. Front. Vet. Sci. 2022, 9, 811810. [CrossRef] [PubMed]

5. Sasaki, Y.; Koketsu, Y. Variability and Repeatability in Gestation Length Related to Litter Performance in Female Pigs on
Commercial Farms. Theriogenology 2007, 68, 123-127. [CrossRef] [PubMed]

6.  Oczak, M.; Maschat, K.; Baumgartner, ]. Dynamics of Sows” Activity Housed in Farrowing Pens with Possibility of Temporary
Crating Might Indicate the Time When Sows Should Be Confined in a Crate before the Onset of Farrowing. Animals 2020, 10, 6.
[CrossRef] [PubMed]

7. Oczak, M.; Maschat, K.; Berckmans, D.; Vranken, E.; Baumgartner, J. Classification of Nest-Building Behaviour in Non-Crated
Farrowing Sows on the Basis of Accelerometer Data. Biosyst. Eng. 2015, 140, 48-58. [CrossRef]

8. Pastell, M.; Hietaoja, J.; Yun, J.; Tiusanen, J.; Valros, A. Predicting Farrowing of Sows Housed in Crates and Pens Using
Accelerometers and CUSUM Charts. Comput. Electron. Agric. 2016, 127, 197-203. [CrossRef]

9.  Erez, B,; Hartsock, T.G. A Microcomputer-Photocell System to Monitor Periparturient Activity of Sows and Transfer Data to
Remote Location. J. Anim. Sci. 1990, 68, 88-94. [CrossRef]

10. Oliviero, C.; Pastell, M.; Heinonen, M.; Heikkonen, J.; Valros, A.; Ahokas, J.; Vainio, O.; Peltoniemi, O.A.T. Using Movement
Sensors to Detect the Onset of Farrowing. Biosyst. Eng. 2008, 100, 281-285. [CrossRef]

11. Lee,].; Jin, L.; Park, D.; Chung, Y. Automatic Recognition of Aggressive Behavior in Pigs Using a Kinect Depth Sensor. Sensors
2016, 16, 631. [CrossRef]

12. Chen, C.; Zhu, W,; Ma, C; Guo, Y.; Huang, W.; Ruan, C. Image Motion Feature Extraction for Recognition of Aggressive Behaviors
among Group-Housed Pigs. Comput. Electron. Agric. 2017, 142, 380-387. [CrossRef]

13.  Oczak, M.; Bayer, E; Vetter, S.; Maschat, K.; Baumgartner, ]. Comparison of the Automated Monitoring of the Sow Activity in
Farrowing Pens Using Video and Accelerometer Data. Comput. Electron. Agric. 2022, 192, 106517. [CrossRef]

14. Redmon, J.; Farhadi, A. YOLOv3: An Incremental Improvement. arXiv 2018, arXiv:1804.02767.

15. Ge, Z.; Liu, S.; Wang, F; Li, Z.; Sun, ]. YOLOX: Exceeding YOLO Series in 2021. arXiv 2021, arXiv:2107.08430.

16. Lin, T-Y,; Goyal, P; Girshick, R.; He, K.; Dollar, P. Focal Loss for Dense Object Detection. In Proceedings of the IEEE International
Conference on Computer Vision, Venice, Italy, 22-29 October 2017; pp. 2980-2988.

17.  Friard, O.; Gamba, M. BORIS: A Free, Versatile Open-source Event-logging Software for Video/audio Coding and Live Observa-
tions. Methods Ecol. Evol. 2016, 7, 1325-1330. [CrossRef]

18.  Pereira, T.D.; Aldarondo, D.E.; Willmore, L.; Kislin, M.; Wang, S.S.-H.; Murthy, M.; Shaevitz, ].W. Fast Animal Pose Estimation
Using Deep Neural Networks. Nat. Methods 2019, 16, 117-125. [CrossRef] [PubMed]

19. Sekachev, B.; Manovich, N.; Zhiltsov, M.; Zhavoronkov, A.; Kalinin, D.; Hoff, B.; Osmanov, T.; Kruchinin, D.; Zankevich, A.;
Sidnev, D.; et al. Opencv/cvat: v1.1.0. Available online: https:/ /github.com/opencv/cvat (accessed on 15 September 2020).

20. Brooks, J. COCO Annotator. 2019. Available online: https://github.com/jsbroks/coco-annotator (accessed on 20 June 2022).

21. MMDetection Contributors. OpenMMLab Detection Toolbox and Benchmark. Available online: https://github.com/open-
mmlab/mmdetection (accessed on 10 November 2022).

22. Lin, T.-Y.; Maire, M.; Belongie, S.; Hays, J.; Perona, P.; Ramanan, D.; Dollar, P.; Zitnick, C.L. Microsoft COCO: Common Objects
in Context. In Computer Vision—-ECCV 2014, Proceedings of the 13th European Conference, Zurich, Switzerland, 6-12 September 2014,
Proceedings, Part V 13; Springer International Publishing: Berlin/Heidelberg, Germany, 2014; pp. 740-755.

23.  Young, P. The Captain Toolbox for Matlab. IFAC Proc. Vol. 2006, 39, 909-914. [CrossRef]


http://doi.org/10.3389/fvets.2022.811810
http://www.ncbi.nlm.nih.gov/pubmed/35372543
http://doi.org/10.1016/j.theriogenology.2007.04.021
http://www.ncbi.nlm.nih.gov/pubmed/17544100
http://doi.org/10.3390/ani10010006
http://www.ncbi.nlm.nih.gov/pubmed/31861490
http://doi.org/10.1016/j.biosystemseng.2015.09.007
http://doi.org/10.1016/j.compag.2016.06.009
http://doi.org/10.2527/1990.68188x
http://doi.org/10.1016/j.biosystemseng.2008.03.008
http://doi.org/10.3390/s16050631
http://doi.org/10.1016/j.compag.2017.09.013
http://doi.org/10.1016/j.compag.2021.106517
http://doi.org/10.1111/2041-210X.12584
http://doi.org/10.1038/s41592-018-0234-5
http://www.ncbi.nlm.nih.gov/pubmed/30573820
https://github.com/opencv/cvat
https://github.com/jsbroks/coco-annotator
https://github.com/open-mmlab/mmdetection
https://github.com/open-mmlab/mmdetection
http://doi.org/10.3182/20060329-3-AU-2901.00144

Vet. Sci. 2023, 10, 109 17 of 17

24.

25.

26.

27.
28.

29.

30.

31.

32.

33.

34.

35.

Berckmans, D. Basic Principles of PLF: Gold Standard, Labelling and Field Data. In Precision Livestock Farming 2013, Proceedings
of the the 6th European Conference on Precision Livestock Farming, ECPLF 2013, Leuven, Belgium, 10-12 September 2013; KU Leuven
University: Leuven, Belgium, 2013; pp. 21-29.

Kister, S.; Nolte, P.; Meckbach, C.; Stock, B.; Traulsen, I. Automatic Behavior and Posture Detection of Sows in Loose Farrowing
Pens Based on 2D-Video Images. Front. Anim. Sci. 2021, 2, 64. [CrossRef]

van der Zande, L.E.; Guzhva, O.; Rodenburg, T.B. Individual Detection and Tracking of Group Housed Pigs in Their Home Pen
Using Computer Vision. Front. Anim. Sci. 2021, 2, 669312. [CrossRef]

Berckmans, D. General Introduction to Precision Livestock Farming. Anim. Front. 2017, 7, 6-11. [CrossRef]

Wu, L.; Zhu, Z.; Weinan, E. Towards Understanding Generalization of Deep Learning: Perspective of Loss Landscapes. arXiv
2017, arXiv:1706.10239.

Borkman, S.; Crespi, A.; Dhakad, S.; Ganguly, S.; Hogins, J.; Jhang, Y.-C.; Kamalzadeh, M.; Li, B.; Leal, S.; Parisi, P; et al. Unity
Perception: Generate Synthetic Data for Computer Vision. arXiv 2021, arXiv:2107.04259.

Oczak, M.; Bayer, E; Vetter, S.G.; Maschat, K.; Baumgartner, ]. Where Is Sow’s Nose?—RetinaNet Object Detector as a Basis For
Monitoring Use Of Rack with Nest-Building Material. Front. Anim. Sci. 2022, 3, 92. [CrossRef]

Wang, D.; Zhang, S. Contextual Instance Decoupling for Robust Multi-Person Pose Estimation. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, New Orleans, LA, USA, 19-24 June 2022; pp. 11060-11068.

Cai, Y.,; Wang, Z.; Luo, Z; Yin, B.; Du, A,; Wang, H.; Zhang, X.; Zhou, X.; Zhou, E.; Sun, J. Learning Delicate Local Representations
for Multi-Person Pose Estimation. In Computer Vision—ECCV 2020, Proceedings of the 16th European Conference, Glasgow, UK, 23-28
August 2020, Proceedings, Part 111 16; Springer International Publishing: Berlin/Heidelberg, Germany, 2020; pp. 455-472.
Gleerup, K.B.; Forkman, B.; Lindegaard, C.; Andersen, PH. An Equine Pain Face. Vet. Anaesth. Analg. 2015, 42, 103-114.
[CrossRef]

Ison, S.H; Jarvis, S.; Rutherford, KM.D. The Identification of Potential Behavioural Indicators of Pain in Periparturient Sows. Res.
Vet. Sci. 2016, 109, 114-120. [CrossRef]

Kupfer, S.; Iwersen, M.; Oczak, M. Evaluation of an Arduino Based Individual Water Intake Measurement System While Using
InfluxDB and Grafana for Integration, Storage and Visualization of Data. In Proceedings of the European Conference on Precision
Livestock Farming 2022, Vienna, Austria, 29 August-2 September 2022; Berckmans, D., Oczak, M., Iwersen, M., Wagener, K., Eds.;
The Organising Committee of the 10th European Conference on Precision Livestock Farming: Vienna, Austria, 2022; pp. 911-917.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.


http://doi.org/10.3389/fanim.2021.758165
http://doi.org/10.3389/fanim.2021.669312
http://doi.org/10.2527/af.2017.0102
http://doi.org/10.3389/fanim.2022.913407
http://doi.org/10.1111/vaa.12212
http://doi.org/10.1016/j.rvsc.2016.10.002

	Introduction 
	Materials and Methods 
	Ethical Statement 
	Experimental Setup 
	Animals and Housing 
	Video Recording 

	Dataset 
	Data Labeling 
	Dataset 1 
	Dataset 2 

	YOLOX 
	The Model and the Methods 
	Experiments 

	Activity Level of Sows 
	Farrowing Prediction 

	Results 
	Selection of YOLOX Methods 
	Farrowing Prediction 

	Discussion 
	Conclusions 
	References

